students managed to learn nothing at all. But when the students were sur-
prised by individual cases—two nice people who had not helped—they im-
mediately made the generalization and inferred that helping is more difficult
than they had thought. Nisbett and Borgida summarize the results in a
memorable sentence:

Subjects’ unwillingness to deduce the particular from the general was
matched only by their willingness to infer the general from the particular.

This is a profoundly important conclusion. People who are taught sur-
prising statistical facts about human behavior may be impressed to the
point of telling their friends about what they have heard, but this does not
mean that their understanding of the world has really changed. The test of
learning psychology is whether your understanding of situations you en-
counter has changed, not whether you have learned a new fact. There is a
deep gap between our thinking about statistics and our thinking about in-
dividual cases. Statistical results with a causal interpretation have a stronger
effect on our thinking than noncausal information. But even compelling
causal statistics will not change long-held beliefs or beliefs rooted in per-
sonal experience. On the other hand, surprising individual cases have a
powerful impact and are a more effective tool for teaching psychology be-
cause the incongruity must be resolved and embedded in a causal story.
That is why this book contains questions that are addressed personally to
the reader. You are more likely to learn something by finding surprises in
your own behavior than by hearing surprising facts about people in
general.

SPEAKING OF CAUSES AND STATISTICS

“We can't assume that they will really learn anything from mere statistics. Let's
show them one or two representative individual cases to influence their Sys-
tem 1.”

“No need to worry about this statistical information being ignored. On the contrary,
it will immediately be used to feed a stereotype.”

17

REGRESSION TO THE MEAN

I had one of the most satisfying eureka experiences of my career while
teaching flight instructors in the Israeli Air Force about the psychology f)f
effective training. I was telling them about an important principle? of skill
training: rewards for improved performance work better than punishment
of mistakes. This proposition is supported by much evidence from research
on pigeons, rats, humans, and other animals. |
When I finished my enthusiastic speech, one of the most seasoned in-
structors in the group raised his hand and made a short speech of h.is own.
He began by conceding that rewarding improved perfon:nance might b'e
good for the birds, but he denied that it was optimal for flight cadets. This
is what he said: “On many occasions I have praised flight cadets for clean
execution of some aerobatic maneuver. The next time they try the same ma-
neuver they usually do worse. On the other hand, I have often screamed
into a cadet’s earphone for bad execution, and in general he does better on
his next try. So please don't tell us that reward works and punishment does
not, because the opposite is the case” - '
This was a joyous moment of insight, when I saw in a new light a prin-
ciple of statistics that I had been teaching for years. "I.he instructor was
right—but he was also completely wrong! His observation V'vas astute and
correct: occasionis on which he praised a performance were likely to be fol-
lowed by a disappointing performance, and punishments were typically
tollowed by an improvement. But the inference he had drawn about the ef-
ficacy of reward and punishment was completely off the mark. What he had
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observed is known as regression to the mean, which in that case was due to
random fluctuations in the quality of performance. Naturally, he praised
only a cadet whose performance was far better than average. But the cadet
was probably just lucky on that particular attempt and therefore likely to
deteriorate regardless of whether or not he was praised. Similarly, the in-
structor would shout into a cadet’s earphones only when the cadet’s perfor-
mance was unusually bad and therefore likely to improve regardless of what
the instructor did. The instructor had attached a causal interpretation to the
inevitable fluctuations of a random process.

The challenge called for a response, but a lesson in the algebra of predic-
tion would not be enthusiastically received. Instead, I used chalk to mark a
target on the floor. I asked every officer in the room to turn his back to the
target and throw two coins at it in immediate succession, without looking.
We measured the distances from the target and wrote the two results of
each contestant on the blackboard. Then we rewrote the results in order,
from the best to the worst performance on the first try. It was apparent that
most (but not all) of those who had done best the first time deteriorated on
their second try, and those who had done poorly on the first attempt gener-
ally improved. I pointed out to the instructors that what they saw on the
board coincided with what we had heard about the performance of aero-
batic maneuvers on successive attempts: poor performance was typically
followed by improvement and good performance by deterioration, without
any help from either praise or punishment.

The discovery I made on that day was that the flight instructors were
trapped in an unfortunate contingency: because they punished cadets when
performance was poor, they were mostly rewarded by a subsequent im-
provement, even if punishment was actually ineffective. Furthermore, the
instructors were not alone in that predicament. I had stumbled onto a sig-
nificant fact of the human condition: the feedback to which life exposes us
is perverse. Because we tend to be nice to other people when they please us
and nasty when they do not, we are statistically punished for being nice and
rewarded for being nasty.

TALENT AND LUCK

A few years ago, John Brockman, who edits the online magazine Edge, asked
a number of scientists to report their “favorite equation.” These were my

offerings:
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success = talent + luck
great success = a little more talent + a lot of luck

The unsurprising idea that luck often contributes to success has surprising
consequences when we apply it to the first two days of a high-level golf
tournament. To keep things simple, assume that on both days the average
score of the competitors was at par 72. We focus on a player who did very
well on the first day, closing with a score of 66. What can we learn from that
excellent score? An immediate inference is that the golfer is more talented
than the average participant in the tournament. The formula for success
suggests that another inference is equally justified: the golfer who did so
well on day 1 probably enjoyed better-than-average luck on that day. If you
accept that talent and luck both contribute to success, the conclusion that
the successful golfer was lucky is as warranted as the conclusion that he is
talented.

By the same token, if you focus on a player who scored 5 over par on
that day, you have reason to infer both that he is rather weak and had a bad
day. Of course, you know that neither of these inferences is certain. It is en-
tirely possible that the player who scored 77 is actually very talented but
had an exceptionally dreadful day. Uncertain though they are, the following
inferences from the score on day 1 are plausible and will be correct more
often than they are wrong.

above-average score on day 1 = above-average talent +
lucky on day 1

and

below-average score on day 1 = below-average talent +
unlucky on day 1

Now, suppose you know a golfer’s score on day 1 and are asked to pre-
dict his score on day 2. You expect the golfer to retain the same level of
talent on the second day, so your best guesses will be “above average” for the
first player and “below average” for the second player. Luck, of course, is a
different matter. Since you have no way of predicting the golfers’ luck on the
second (or any) day, your best guess must be that it will be average, neither
good nor bad. This means that in the absence of any other information,
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your best guess about the players’ score on day 2 should not be a repeat of
their performance on day 1. This is the most you can say:

« The golfer who did well on day 1 is likely to be successful on day 2 as
well, but less than on the first, because the unusual luck he probably
enjoyed on day 1 is unlikely to hold.

« The golfer who did poorly on day 1 will probably be below average on
day 2, but will improve, because his probable streak of bad luck is not

likely to continue.

We also expect the difference between the two golfers to shrink on the
second day, although our best guess is that the first player will still do better
than the second.

My students were always surprised to hear that the best predicted per-
formance on day 2 is more moderate, closer to the average than the evi-
dence on which it is based (the score on day 1). This is why the pattern is
called regression to the mean. The more extreme the original score, the
more regression we expect, because an extremely good score suggests a
very lucky day. The regressive prediction is reasonable, but its accuracy is
not guaranteed. A few of the golfers who scored 66 on day 1 will do even
better on the second day, if their luck improves. Most will do worse, because
their luck will no longer be above average.

Now let us go against the time arrow. Arrange the players by their per-
formance on day 2 and look at their performance on day 1. You will find
precisely the same pattern of regression to the mean. The golfers who did
best on day 2 were probably lucky on that day, and the best guess is that they

had been less lucky and had done less well on day L. The fact that you ob-

serve regression when you predict an early event from a later event should
help convince you that regression does not have a causal explanation.
Regression effects are ubiquitous, and so are misguided causal stories to

explain them. A well-known example is the “Sports Illustrated jinx,’ the

claim that an athlete whose picture appears on the cover of the magazine is

doomed to perform poorly the following season. Overconfidence and the
pressure of meeting high expectations are often offered as explanations. But

there is a simpler account of the jinx: an athlete who gets to be on the cover
of Sports Illustrated must have performed exceptionally well in the pre-

ceding season, probably with the assistance of a nudge from luck—and luck

is fickle.
I happened to watch the men’s ski jump event in the Winter Olympics
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while Amos and I were writing an article about intuitive prediction. Each att
lete has two jumps in the event, and the results are combined fo'r the fin;
score. I was startled to hear the sportscaster’s comments while athletes WEI‘
preparing for their second jump: “Norway had a great first jump; he will b
tense, hoping to protect his lead and will probably do worse” or “S’weden ha
a b.'ftd first jump and now he knows he has nothing to lose and will be relaxe
which should help him do better” The commentator had obviousl detecte(:
regres‘sion to the mean and had invented a causal story for which}ihere wa
no evidence. The story itself could even be true. Perhaps if we measured th
athletes’ pulse before each jump we might find that they are indeed more re;
laxed after a bad first jump. And perhaps not. The point to remember is tha
t%le change from the first to the second jump does not need a causal explana.
tion. It is a mathematically inevitable consequence of the fact that luck pla ec
a role in the outcome of the first jump. Not a very satisfactor storp—y
would all prefer a causal account—but that is all there is. p

UNDERSTANDING REGRESSION

Whether undetected or wrongly explained, the phenomenon of regressio
1s strange to the human mind. So strange, indeed, that it was first idintiﬁeg
and understood two hundred years after the theory of gravitation and dif:
ferential calculus. Furthermore, it took one of the best minds of nineteentil-
century Britain to make sense of it, and that with great difficulty. -
Regression to the mean was discovered and named late in. the nine-
teenth century by Sir Francis Galton, a half cousin of Charles Darwin and a
reno?vned polymath. You can sense the thrill of discovery in an article h
published in 1886 under the title “Regression towards Mediocrity in Hered(-e

. itary Stature;” whi i
 ltary Stature, which reports measurements of size in successive generations

of seeds and in comparisons of the hei i
ght of children to the height of thei
parents. He writes about his studies of seeds: olhel

They yielded results that seemed very noteworthy, and I used them as the
basis of a lecture before the Royal Institution on February 9th, 1877. It ap-
| pea-red from these experiments that the offspring did not-tend’ to res.embrl)e
their parent seeds in size, but to be always more mediocre than they—to be
smaller than the parents, if the parents were large; to be larger than the
parents, if the parents were very small . . . The experiments showed further

'-lthat the mean filial regression towards mediocrity was directly proportional
the parental deviation from it.



180 THINKING, FAST AND SLOW

Galton obviously expected his learned audience at the Royal Institution—

the oldest independent research society in the world—to be as surprised by
his “noteworthy observation” as he had been. What is truly noteworthy is
that he was surprised by a statistical regularity that is as common as the air
we breathe. Regression effects can be found wherever we look, but we do
not recognize them for what they are. They hide in plain sight. It took Gal-
ton several years to work his way from his discovery of filial regression in
size to the broader notion that regression inevitably occurs when the corre-
lation between two measures is less than perfect, and he needed the help of
the most brilliant statisticians of his time to reach that conclusion.

One of the hurdles Galton had to overcome was the problem of mea-

suring regression between variables that are measured on different scales,

such as weight and piano playing. This is done by using the population as a
standard of reference. Imagine that weight and piano playing have been
measured for 100 children in all grades of an elementary school, and that
they have been ranked from high to low on each measure. If Jane ranks
third in piano playing and twenty-seventh in weight, it is appropriate to
say that she is a better pianist than she is tall. Let us make some assumptions
that will simplify things:
At any age,

« Piano-playing success depends only on weekly hours of practice.

. Weight depends only on consumption of ice cream.
. Ice cream consumption and weekly hours of practice are unrelated.

Now, using ranks (or the standard scores that statisticians prefer), we can

write some equations:

weight = age + ice cream consumption
pianc playing = age + weekly hours of practice

You can see that there will be regression to the mean when we predict piano
playing from weight, or vice versa. If all you know about Tom is that he
ranks twelfth in weight (well above average), you can infer (statistically)
that he is probably older than average and also that he probably consumes
more ice cream than other children. If all you know about Barbara is that
she is eighty-fifth in piano (far below the average of the group), you can
infer that she is likely to be young and that she is likely to practice less than

most other children.
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The c_orrelarion coefficient between two measures, which varies betwee
0 and 1, is a measure of the relative weight of the factors they share. For .
amPIe, we all share half our genes with each of our parents, and for‘trait:)'(_
which environmental factors have relatively little inﬂuence, such as hei }i?
the correlation between parent and child is not far from .5;). To appreci}tf;

the meaning of the correlati ome examp
ation measure, the following are
; ) g S
coeflicients: eexmmplesof

. The correlation between the size of objects measured with precision
in English or in metric units is 1. Any factor that influences one
measure also influences the other; 100% of determinants are shared
The C(?rrelation between self-reported height and weight among aduit
American males is .41. If you included women and children, the
corr‘elation would be much higher, because individuals’ gender) and
age influence both their height and their weight, boosting the relati
weight of shared factors. j e
 The correlation between SAT scores and colle;ge GPA is approxi-
mately .60. However, the correlation between aptitude tests ang suc-
cess in graduate school is much lower, largely because measured
aptitude varies little in this selected group. If everyone has similar

aptitude, differences in this measure are unlikely to play a large role in
measures of success:

« The cc_.rrelation between income and education level in the United
States is approximately .40.

« The correlation between family i
amily income and the last four digi i
- phone number is 0. iserthelr

It t(?()k Francis Galton several years to figure out that correlation and
regression are not two concepts—they are different perspectives on the
same concept. The general rule is straightforward but has surprising conse
ql‘lences: whenever the correlation between two scores is imperfeft th :
vtrlll be regression to the mean. To illustrate Galton’s insight, take a sy
tion that most people find quite interesting: ’ e

elll en arry me Whoael
te!d to ess | te ge tﬂa

You can get a good conversation started at a party by asking for an explana-
tion, and your friends will readily oblige. Even people who have had some
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exposure to statistics will spontaneously interpret the statement in causal
terms. Some may think of highly intelligent women wanting to avoid the
competition of equally intelligent men, or being forced to compromise in
their choice of spouse because intelligent men do not want.to compete with -
intelligent women. More far-fetched explanations will come up at a good

party. Now consider this statement:
The correlation between the intelligence scores of spouses is less than perfect.

This statement is obviously true and not interesting at all. Who would expect
hing to explain. But the statement

the correlation to be perfect? There is not
you found interesting and the statement you found trivial are algebraically

equivalent. If the correlation between the intelligence of spouses is less than
perfect (and if men and women on average do not differ in intelligence),
then it is a mathematical inevitability that highly intelligent women will be
married to husbands who are on average less intelligent than they are (and
vice versa, of course). The observed regression to the mean cannot be more
interesting or more explainable than the imperfect correlation.

You probably sympathize with Galton’s struggle with the concept of re-

gression. Indeed, the statistician David Freedman used to say that if the
minal or civil trial, the side that must

he case. Why is it so hard? The main
t theme of this book: our mind is
d does not deal well with

topic of regression comes up in a cri
explain regression to the jury will lose t
reason for the difficulty is a recurren
strongly biased toward causal explanations an
“mere statistics” When our attention is called to an event, associative

memory will look for its cause—more precisely, activation will automati-

cally spread to any cause that is already stored in memory. Causal explana-
tions will be evoked when regression 1s detected, but they will be wrong
because the truth is that regression to the mean has an explanation but does
ot have a cause. The event that attracts our attention in the golfing tourna-
ment is the frequent deterioration of the performance of the golfers who
were successful on day 1. The best explanation of it is that those golfers were
unusually lucky that day, but this explanation lacks the caus al force that our
minds prefer. Indeed, we pay people quite well to provide interesting ex-
planations of regression effects. A business commentator who correctly an-
nounces that “the business did better this year because it had done poorly
last year” is likely to have a short tenure on the air.
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You are the sales forecaster for a department store chain. All stores are
similar in size and merchandise selection, but their sales differ because of
location, competition, and random factors. You are given the results for
2011 and asked to forecast sales for 2012. You have been'instructed to
accept the overall forecast of economists that sales will increase overall by
10%. How would you complete the following table?

Store 2011 2012

1 $11,000,000

2 $23,000,000

3 $18,000,000

4 $29,000,000 .
Total $81,000,000 $89,100,000

Having read this chapter, you know that the obvious solution of adding
10% to the sales of each store is wrong. You want your forecasts to be regres-
sive, which requires adding more than 10% to the low-performing branches
and adding less (or even subtracting) to others. But if you ask other people,
you are likely to encounter puzzlement: Why do you bother them with an
obvious question? As Galton painfully discovered, the concept of regres-
sion is far from obvious.

SPEAKING OF REGRESSION TO MEDIOCRITY

“She says experience has taught her that criticism is more effective than praise.
What she doesn't understand is that it's all due to regression to the mean.”

“Perhaps his second interview was less impressive than the first because he was
afraid of disappointing us, but more likely it was his first that was unusually
good.”

“Qur screening procedure is good but not perfect, so we should anticipate regres-
sion. We shouldn’t be surprised that the very best candidates often fail to meet our
expectations.”

TAMING INTUITIVE PREDICTIONS

Life presents us with many occasions to forecast. Economists forecast infla-
tion and unemployment, financial analysts forecast earnings, military ex-
perts predict casualties, venture capitalists assess profitability, publishers
and producers predict audiences, contractors estimate the time required
to complete projects, chefs anticipate the demand for the dishes on their
menu, engineers estimate the amount of concrete needed for a building,
fireground commanders assess the number of trucks that will be needed
to put out a fire. In our private lives, we forecast our spouse’s reaction to a
proposed move or our own future adjustment to a new job.

Some predictive judgments, such as those made by engineers, rely
largely on look-up tables, precise calculations, and explicit analyses of out-
comes observed on similar occasions. Others involve intuition and System 1,
in two main varieties. Some intuitions draw primarily on skill and expertise
acquired by repeated experience. The rapid and automatic judgments and
choices of chess masters, fireground commanders, and physicians that Gary
Klein has described in Sources of Power and elsewhere illustrate these
skilled intuitions, in which a solution to the current problem comes to mind
quickly because familiar cues are recognized. .

Other intuitions, which are sometimes subjectively indistinguishable
from the first, arise from the operation of heuristics that often substitute
an easy question for the harder one that was asked. Intuitive judgments can
be made with high confidence even when they are based on nonregressive
assessments of weak evidence. Of course, many judgments, especially in



